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Abstract

The eff ect of the intrinsic lutetium radioactivity on the detection performances of a LYSO 
based in-beam PET-like prototype used for quality control of hadrontherapy treatments is 
studied. This radioactivity leads to a background that degrades the measurement of the β+ 
signal. In particular, it prevents the measurement of faint signals originating from low activity β+ 
sources. This paper presents a method to estimate the minimum β+ activity that can be measured 
for any acquisition time taking into account the non-extensible dead time of the detector. This 
method is illustrated with experimental data collected with the in-beam PET-like prototype. The 
results presented in this paper are therefore specifi c to this detector. The method can however 
be applied in other contexts, either to other lutetium based PET detectors or even to non-PET 
detectors aff ected by lutetium radioactivity. The dead time correction formalism can also be used 
generally to scale signal and background yields in any non-paralizable detector, even those in 
which the background is not due to the presence of intrinsic radioactivity.

Introduction
Detectors using LYSO or LSO scintillators as active material 

are widely used nowadays, in particular for positron emission 
tomography (PET) measurements. Such materials contain a 
mixture of two lutetium isotopes: 175Lu, which is stable, and 
176Lu, which is a β− emitter. The natural abundance of 176Lu is 
equal to about 2.6%. This value typically leads to a β− activity 
of about 300 Bq/cm3 in LYSO or LSO crystals. This gives rise to 
an intrinsic and irreducible background (hereafter denoted as 
lutetium background or simply background) that often needs 
to be accounted for in the measurement.

PET signal events are made of two back-to-back 511 keV 
photons coming from the β+ annihilation in the patient. The 
lutetium background can lead to energy depositions in the 
detector similar to those of the signal. It therefore contributes 
to the counting, pollutes analysis samples and limits the 
detector sensitivity to signal events.

In this paper, the effect of the lutetium background in 
non-paralizable PET-like detectorsI is studied. A method to 
quantitatively estimate the detector detection limit, where 
detection limit is deϐined as the minimum β+ activity the 
system can detect for a given acquisition time, is described. 
This method accounts for the non-extensible dead time of the 

detector. It is illustrated using experimental data collected 
with an in-beam PET-like prototype (called LAPD for Large 
Area Pixelized Detector) used for hadrontherapy beam 
ballistic control.

It should be stressed that only the detection limit 
problematic is addressed in this paper. The only type of 
assessment the proposed method allows to make is whether 
or not the detector is able to detect the signal, not whether 
the detector is able to perform the physics measurements it 
was initially built for (such as reconstructing the β+ activity 
distribution). Evaluating the detector ability to perform the 
physics measurement it was built for requires more studies 
and is beyond the scope of this paper.

Even if this method is applied to a detector used for 
hadrontherapy PET-like measurements it can be used with 
other detectors and in other contexts. It can for example be 
applied to classical PET detectors where the aim is to measure 
the β+ activity coming from the injection in the patient 
of β+ radionuclide. It can also be applied to more generic 
experimental measurements as long as a signal strength 
parameter analog to the β+ activity has been identiϐied (such 
as the signal production cross-section in collision events for 
example) and a technique to estimate the background in the 
signal region has been found.IA non-paralizable detector is a detector with a non-extensible dead time.

https://crossmark.crossref.org/dialog/?doi=10.29328/journal.ijpra.1001024&domain=pdf&date_stamp=2020-04-16
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The paper is organized as follows. First, the experimental 
setup, data and event selection will be described. Then, 
some details about the lutetium background will be given. 
The method used for calculating the detection limit is then 
described. Finally, results will be described and discussed.

E xperimental setup, data and event selection

D etector: Only the characteristics of the LAPD detector 
relevant for the studies presented in this paper are described. 
For a more complete description, the reader is referred to [1].

The LAPD detector is made of two identical sides 
constituted of 120 channels each. Each channel is made of 
one LYSO crystal with dimensions 13 × 13 × 15 mm3 coupled 
to one photomultiplier tube. The signal produced by each 
channel is sent to the custom-made ASM (Analog Sampling 
Module) electronic boards. There is a total of 12 ASM boards in 
the system (each of them treats 20 channels). Each ASM board 
performs two main tasks. Firstly, it generates trigger signals 
that are sent to a trigger board for trigger decision. Secondly, 
once a positive trigger decision is taken by the trigger board, 
each ASM board digitizes channels’ datas and transfers 
them to a CPU board via the VME backplane. The CPU board 
ϐilters data, rejecting channels for which the signal is below 
some threshold, and sends them to a PC for monitoring and 
analysis. The transfer between the ASM boards and the CPU 
board induces a dead time during which no positive trigger 
decision can be taken. This dead time is always the same, 
non-extensible and equal to 41 ms. Accounting for this non-
extensible dead time is one of the main feature of the method 
described in this paper.

• Data:  The data used in this paper were obtained in two 
runBackground run: no β+ source was present in the 
ϐield of view of the detector. The only physical process 
contributing to the count rate and thus to the data 
sample is the lutetium background coming from the 
β− decay of 176Lu. This background is discussed in more 
details in the Intrinsic lutetium background section. 
The number of events collected with the LAPD for this 
run is 500,000.

• Signal run: a β+ emitting 22Na source was placed at the 
center of the ϐield of view of the detector. The activity of 
the source is equal to 16 kBq. As only 90.4% of decays 
lead to the emission of a positron, the β+ activity is 14.4 
kBq. The number of events collected with the LAPD for 
this run is 14,843, corresponding to an acquisition time 
of 10.9 min.

All detector, trigger and data acquisition parameters are 
exactly the same for both runs.

It should be noted that, in the signal run, the 22Na source 
was not placed inside any tissue equivalent material. The 
main material surrounding the source was air. This minimizes 
the effect of diffusion and may lead to better detection limits 
than the ones expected in clinical conditions.

Ev ent selection: Two levels of selection are considered. 
The ϐirst one is the online selection performed by the trigger 
system. A positive trigger decision is taken when at least two 
channels (one on each side of the LAPD) record a pulse with 
an energy between approximately 250 keV and 1000 keV and 
the time difference between two of these pulses is lower than 
20 ns. The second one is an ofϐline selection applied to all 
events selected by the trigger system. It selects events which 
have exactly two pulses with an energy E ∈ [421;601] keV 
and a reference time difference in absolute value lower than 
3.95 ns (the reference time is deϐined as the time for which 
the amplitude on the rising front of the pulse reaches 30% of 
its maximum value). These criteria correspond both to a 3σ 
window around the expected values for PET signal events (the 
expected values being 511 keV for the pulses’ energies and 0 
for the time difference). This second selection is called the 
“signal selection” and events passing it are said to belong to 
the “signal region”.

Intrin sic lutetium background
176Lu is a radioactive isotope with a half-life of 3.6×106 

years. Its decay scheme is shown in ϐigure 1.

Most of the time the 176Lu isotope undergoes β− decay by 
emission of an electron with a maximum energy of 595.8 keV. 
This β− decay is followed by the emission of three photons of 
energy 306.8, 201.8 and 88.4 keV. This can lead to two different 
types of events in the LAPD. The ϐirst one (hereafter denoted 
as type-I events) corresponds to the random coincidence 
between two β− decays on each side of the detector. After 
the β− decay, the electron deposits an energy between 0 and 
595.8 keV in a LYSO crystal. The photons can also deposit 
part of or all their energy in the same crystal. All these energy 
depositions can lead, in one crystal, to an energy comprised 
in the trigger energy window deϐined in the previous section. 
If two such lutetium β− decays occur on each side of the LAPD 
within 20 ns a positive trigger is taken.

The second type of events (hereafter denoted as type-II 
events) corresponds to a β− decay in a crystal on one side of 
the LAPD and to the interaction of the subsequent 306.82 keV 

Figure 1: Decay scheme of 176Lu [2].
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photon in another crystal on the other side of the detector. 
Type-II events correspond to a true coincidence because the 
elapsed time between the β− decay and the 306.82 keV photon 
emission and the time it takes for the photon to travel from 
one side of the detector to the other are lower than the time 
resolution of the detector. This type of events can also lead to 
positive trigger decisions as both the β− and the 306.82 keV 
photon energy depositions can be comprised in the trigger 
energy window.

The proportion in which type-I and type-II events 
contribute to data samples depends on the applied event 
selection. After trigger selection, it is found that samples 
are enriched in type-II events. This can be seen from the 
distribution of the reference time difference between the 
two pulses in the background run data shown in ϐigure 2. 
This distribution shows that most pairs of pulses have a time 
difference which is normally distributed (as one would expect 
for coincidence events) and not ϐlat (as one would expect for 
random coincidences).

After signal selection, only type-I events are selected. 
Type-II events are rejected because 306.82 keV photons 
cannot deposit a sufϐicient energy to be selected in the signal 
region. Type-I events are irreducible, as opposed to type-II 
events. Even by tightening the signal selection (by applying 
for example narrower energy and time difference selection 
windows), there will always be a certain fraction of type-I 
events passing it. With the current event selection criteria, 
both type-I and type-II events limit the detector sensitivity 
to signal events. By tightening the energy window in the 
trigger selection it would in principle be possible to reject 
type-II events directly at trigger level and thus to decrease the 
detection limit. This would however, at least with the detector 
and method presented in this paper, complexify the estimation 
of the background yield in the signal region. Indeed, as will be 
seen in later, events passing the trigger selection but not the 
signal selection are used to normalize the background yield in 
the signal region.

Detection limi t calculation

The purpose of this work is to estimate the system’s 

detection limit, where detection limit is deϐined as the signal 
detection threshold in terms of activity. The method used 
to perform this estimation is described in the next section. 
Subsequent sections are dedicated to the description of the 
calculation of the various quantities needed by the method.

Method

The goal  is to ϐind the minimum activity β+ samples must 
have in order to observe the signal on top of the lutetium 
background for any given acquisition time. Finding a solution 
to this problem requires to precisely deϐine what is meant 
by observing a signal in the presence of background and to 
account for an important characteristic of non-paralizable 
detectors which is that there is a non-extensible dead time 
contributing to event loss. The method proceeds in two steps:

• Step 1: calculation of the signal and background yields 
as a function of the β+ activity for a given acquisition 
time,

• Step 2: calculation of the signal observation signiϐicance 
S as a function of the β+ activity and determination of 
the activity for which S is equal to some predeϐined 
value. In the following, the value S = 3 will be used. 
This value is generally used in particle physics as the 
threshold above which a signal is said to be observed.

Step 1 could in principle be performed using several β+ 
radioactive sources with different activities. However, the 
required number of sources would typically be very large 
and it seems impossible to perform such measurements in 
practice. Another approach is thus used, itself subdivided into 
two steps:

• Step 1.a: determination of initial signal and background 
yields from a measurement with a β+ source with 
known activity a1,

• Step 1.b: scaling of the initial signal and background 
yields with the β+ activity.

This approach needs only one β+ source. Data collected 
with this unique source can then be used to determine signal 
and background yields for any other activity, using a formalism 
that accounts for the non-extensible dead time of the detector.

In the rest of this paper, the method is illustrated using 
the data described in the Data section. As the 22Na source was 
placed at the center of the ϐield of view for the signal run, the 
detection limit computed is that at the center of the ϐield of 
view. Calculating the detection limit at any other position in 
the ϐield of view can be done using exactly the same method 
by moving the source to the desired position.

Determ ination of initial yields (step 1.a)

In order to determine initial signal and background yields, 
the data acquired in the signal and background runs described 

Figure 2: Distribution of the time diff erence between the two pulses after trigger 
selection in the background run. A gaussian function fi t to the data is shown in red. 
Only events with exactly two pulses are considered.
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in the Data section are used. Yields are determined from a 
ϐit to the energy spectrum in the signal run (Figure 3). The 
energy variable is used because it shows good discriminating 
power between signal and background events but any other 
discriminating variable could be used instead.

The ϐit was performed in the range E ∈ [650;1000] keV 
with the maximum likelihood method. A binned likelihood has 
been used. Only the background spectrum measured in the 
background run was ϐitted to the data as very few signal events 
are expected to contribute in this range (the signal photopeak 
in ϐigure 3 is shown just for illustrative purpose). The reason 
for using this range and not including the energy distribution 
for signal events in the ϐit is that this distribution is currently 
not precisely known. The signal distribution cannot be simply 
modeled by a single gaussian with mean equal to 511 keV as 
some 511 keV photons do not deposit all their energy but only 
part of it due to compton interaction. The energy spectrum 
for signal events is therefore expected to have, in addition to 
the 511 keV peak, features speciϐic of the compton interaction 
such as the compton continuum and the compton edge. In 
order to precisely know the signal energy distribution, a full 
simulation of the LAPD detector can be used. However, at the 
time of writing this paper, this simulation was not ϐinished 
and only the background spectrum in a background enriched 
region was used.

The ϐitted background yield is equal to 9415. The signal 
yield, given by the difference between the observed number 
of events and the background yield, is equal to 5428. It should 
be noted that the exact approach used to calculate the initial 
signal and background yields is not important. The rest of the 
method only needs the value of these initial yields, no matter 
how they are calculated.

It is also important to note that all events passing the 
trigger must be considered in the determination of the initial 
signal and background yields (Figure 3 is obtained without 
any selection besides trigger selection). The reason is that 
the scaling formalism described in the next section would 
otherwise be invalid.

Scaling o f yields with activity (step 1.b)

In the following, the β+ activity will be written as 

1a a                     (1)

where 1 is the activity of the source used in step 1.a and 
is the scaling parameter.

For detectors and data acquisition systems with no 
dead time (or with a dead time too small compared to the 
inverse counting rate such that it does not lead to event 
loss), the scaling of the initial yields with the β+ activity (a) is 
straightforward. In this case:

1
b bm m                      (2)

1
s sm m                       (3)

where 1
bm  and 1

sm  are respectively the initial background 
and signal rates determined in the previous section and bm

and sm  are the scaled rates. Yields are then derived from 
these rates by multiplication with the acquisition time. The 
equality in Eq. 2 indicates that, for a given acquisition time, 
the intrinsic lutetium background yield is constant.

In the LAPD system, a non-extensible dead time 
contributing signiϐicantly to event loss is present. Eq. 3 and 2 
thus cannot be used. Instead, a proper formalism accounting 
for the dead time must be used.

For non-extensible dead time and in cases where only one 
physical process contributes to the measurement, it is well-
known that the true rate r and measured rate m are related by 
the following equation [3]: 

1
rm
r 


 

                                    (4)

where  is the dead time.

In cases where multiple physical processes contribute to 
the measurement Eq. 4 remains valid but r and m become 
respectively the sum of the true and measured rates over all 
processes: 

1

P

p
p

r r


                      (5)

and 

                                     (6)

where p denotes the process and p is the total number of 
processes. The measured rate for a given process p is given by 

1
p

p

r
m

r 


 
                    (7)

In the experiments considered in this paper only two types 
of processes contribute to the counting rate: the background 
from lutetium decay and the signal from β+ decay. As described 

Figure 3: Energy spectrum measured with the LAPD detector in the signal run 
with a 14.4 kBq 22Na source. The acquisition time is 10.9 minutes. The lutetium 
background is shown in green and the 511 keV signal photopeak is shown in red.
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in the intrinsic lutetium background section, background 
events from lutetium decay can in fact originate from two 
different processes. It is therefore tempting to consider not 
only one type of process for the lutetium background but two. 
Even if this would of course be possible, the different types of 
background processes are considered a single type of process 
because the ϐit performed in the previous section does not 
allow to distinguish them and only gives the total background 
yield. Background and signal rates are thus given by: 

   
  and  

1 1
b s

b s
b s b s

r rm m
r r r r


 

  
 

     

  
                               (8)

with
1

s sr r                        (9)

where 1
sr  is the true signal rate corresponding to the 

activity a1. From Eq. 8 and Eq. 9 it is possible to express the 
measured yields as a function of a. This requires however 
the prior knowledge of 1

sr and br . In order to determine these 
values, the measurement performed for a = 1 in the previous 
section can be used. For a = 1, Eq. 8 and 9 give: 

   
1

1 1
1 1
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(10)

These two equations can be solved for rb and rs
1 which can 

then be inserted in Eq. 9 and Eq. 8. Equivalently, Eq. 8, Eq. 9 
and Eq. 10 can be used to express scaled yields as a function of 
initial yields as follows:

        
1
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It is straightforward to check that, if = 0, Eq. 11 and 12 
lead back to Eq. 2 and 3. For τ > 0, both sm  and bm  depend on 
a while only sm  depends on it when τ = 0. Figure 4 shows sm  
and bm as a function of a with 1

sm  and 1
bm equal to the values 

found in the previous section and with  τ = 41 ms.

As already mentioned at the end of the previous section, 
it is important to note that, in Eq. 11 and 12, background and 
signal rates are rates after trigger selection. These equations 
should not be used to scale rates after signal selection. This 
is because the dead time is consecutive to a positive trigger 
decision. The amount of events lost due to dead time and 
their scaling with the activity is therefore governed by the 
frequency at which positive trigger decisions are taken.

From Eq. 11 and 12, it is possible to calculate the 
background and signal rates (and the corresponding yields) 
for any activity from the initial rates 1

sm  and 1
bm  and thus to 

derive the detection limit of the system, as long as the dead 
time τ is known.

Calculation of the observation signifi  cance (step 2)

The signiϐicance S of an observation is a measure of the 
agreement between the observed number of events and the 
background only hypothesis. As the value of the signiϐicance 
increases, the observation is less and less compatible with 
the background only hypothesis and it is more and more 
likely that some signal contributes to the observation. It is 
customary to consider that the observation of the signal is 
statistically signiϐicant when the signiϐicance is equal to 3 or 
greater. The detection limit is therefore deϐined as the activity 
for which S = 3 .

In order to compute the signiϐicance of the observation as 
a function of the activity, a frequentist statistical hypothesis 
test is performed for several values of a. The statistical test 
requires the statistical model to which the measurement 
obeys to be determined. For the measurements considered 
in this paper, the observed number of events N is a Poisson 
random variable. The model can thus be written as follows: 

     ; ,
!

N
s bs b

P N s b e
N

 


                  (13)

where s and b are the signal and background yields 
respectively. They are not simply the yields obtained from the 
rates in Eq. 11 and Eq. 12 but the yields in the signal region 
deϐined in the Event Selection section. The reason for applying 
the signal selection is to improve the signal to background 
ratio with respect to that after trigger selection (that one 
would have by using Eq. 11 and Eq. 12 directly). s and b can 
thus be written as

and  s s b bs m t b m t                       (14)

Where t is the acquisition time ands and b are respectively 
the signal and background efϐiciencies (probabilities for signal 
and background events to pass the signal selection).

The background efϐiciency is computed by applying the 
signal selection to the data from the background run and by 
calculating the ratio between the number of events that pass 
the selection and the total number of events. It is found to be 
0.25%.

Figure 4: Total, signal and background rates as a function of the activity scaling 
parameter α.
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The signal efϐiciency is computed using the data from the 
signal run. The signal selection is applied and the number 
of events that pass the selection NSR is counted. The signal 
efϐiciency is given by

1

1
SR b b

s
s

N N
N
 


                   (15)

where 1
bN  and 1

sN  are the initial yields computed in step 
1.a. The signal efϐiciency is found to be 65.5%.

Computing the signiϐicance from Eq. 13 can be done 
in many ways, in particular in the presence of systematic 
uncertainties. In this paper the purpose is to illustrate the 
detection limit calculation method rather than to provide a 
complete review on signiϐicance calculation techniques. The 
technique described below is therefore a simple analytical 
technique not taking into account systematic uncertainties. 
When systematic uncertainties are large, users should prefer 
using other techniques. In the case where only one source of 
systematic uncertainty affects the background yield users can 
for example use the technique described in [4]. In the case of 
multiple sources of systematic uncertainties (with potential 
correlation between them), users can for example use 
numerical tools such as ROOT [5] or OpTHyLiC [6]. These tools 
are more difϐicult to use in practice than the simple analytical 
technique presented below but lead to more accurate results 
when the effect of systematic uncertainties is non-negligible.

When s and b are perfectly known, the signiϐicance is 
computed from the p - value of the observation Nobs under the 
background hypothesis: 

 ; 0,
obsN N

p value P N s b




                                  (16)

In Eq. 16, the observed yield Nobs is taken, for simplicity, 
to be equal to the average observed yield under signal plus 
background hypothesis, that is, 

Nobs = s + b                   (17)

The signiϐicance S is ϐinally given by 

 S = p - value                                (18)

where  is the cumulative distribution function of the 
standard normal distribution. 

Numerical computation of signiϐicances with Eq. 16, 17 
and 18 can be done very easily by using the relation between 
the poisson cumulative distribution function and the gamma 
cumulative distribution function: 

   
0

; 0, 1 ; 1
s b

N

P N s b F b s b





                                    (19)

where is Fr (b; s + b + 1) the gamma cumulative distribution 
function:

  0

0

; 1

b s b x

s b x

x e dx
F b s b

x e dx

 

   
   


                                   (20)

For example, with the ROOT software [5], the signiϐicance 
is computed with a one line command:

double S = ROOT::Math::normal_quantile(1-ROOT::Math:: 
gamma cdf (b, s + b, 1), 1).

Results
Even with the simple signiϐicance calcula tion method 

presented in the above section, it is not possible to solve 
the equation S = 3 (with S given by Eq. 18) for the activity 
analytically. It is therefore necessary to perform an activity 
scan and to search the value for which S = 3. Examples of scans 
for various acquisition times are presented in ϐigure 5.

The black (leftmost) curve in ϐigure 5 shows results for 
the acquisition time that was used for the signal run, i.e. 
10.9 minutes. The minimum β+ activity that can be detected 
during that time is 53 Bq. In other words, any source with an 
activity of at least 53 Bq can be detected in a time of at most 
10.9 minutes. Sources with a lower activity need a longer 
acquisition time to be detected.

The LAPD detector considered in this paper is intended 
to be used for online control of hadrontherapy treatments. 
For this application, the signal must be detected with much 
shorter acquisition times than the one used in the signal run. 
Ideally, the β+ activity distribution measurement should be 
done a few seconds after the beginning of the treatment. The 
signal must therefore be detected in a time of the order of one 
second. It is thus necessary to evaluate the detection limit 
for such acquisition times and to compare it to the expected 
β+ activity induced in the patient by the ion beam during the 
treatment. Results for acquisition times of 1 second and 5 
seconds are shown in magenta and blue (rightmost curves) 
in ϐigure 5 respectively. The detection limit is 3780 Bq for 1 
second and 1078 Bq for 5 seconds. The expected β+ activity 
induced in the patient by the beam can be estimated from the 
simulation results presented in [7] for example. Considering 

Figure 5: Expected average signifi cance as a function of the activity for diff erent 
acquisition times. The intersections between the curves and the S = 3 value give 
the detection limit for the various acquisition times.
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only the β+ activity from the 15O, 11C and 10C isotopes and for 
a proton beam with an energy of 200 MeV, the number of 
protons required to produce an activity of 3780 Bq (1078 Bq) 
is approximately 2 × 107 (5 × 106). For beams typically used 
in protontherapy, these numbers of protons are delivered in 
a time much shorter than one second. It is therefore possible 
to conclude that, in a typical protontherapy treatment and 
provided that beam induced backgrounds can be rejected 
(such that only the lutetium background remains), it should 
be feasible to see the β+ signal in a time of the order of 1 
second with the LAPD detector. The lutetium background in 
this detector is therefore not a limitation for the observation 
of the signal in typical in-beam PET measurements.

The formalism presented in this paper allows to study the 
effect of the detection parameters on the detection limit, in 
particular the dead time. Figure 6 shows the detection limit as 
a function of the acquisition time for three values of the dead 
time: 41 ms, 8.2 ms and 1.03 ms. The ϐirst value, used for the 
results presented above, is the one of the LAPD detector in its 
current form. The second (third) one corresponds to a dead 
time reduced by a factor of 5 (40) with a high bandwidth data 
acquisition system. This ϐigure shows that, for a dead time 40 
times lower than the current one, the same β+ activity can be 
detected with an acqui sition time reduced by a factor of 10 
approximately.

Figure 6: Detection limit as a function of the acquisition time for three values of the 
detector dead time.

Conclusion
The effect of the lutetium induced back ground in a non-

paralizable PET-like detector has been presented. A simple 
method to compute the detection limit has been described. 
It incorporates a formalism to determine the expected signal 
and background yields for any activity from data collected 
with a radioactive source of known activity. This formalism 
accounts for event loss due to the non-extensible dead time. 
The method has been illustrated with data collected with an 
in-beam PET-like detector (LAPD) and a 22Na source.

The method can be used with other detectors and in 
other contexts than the one presented here. In particular, the 
yield scaling formalism that accounts for the non-extensible 
dead time can be used whenever non-paralizable detectors 
measuring multiple physical processes are used, even when 
the purpose is not to compute detection limits.
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